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Policy recommendations using observational data typically rely on estimating an econometric model on a sample of observations drawn from an entire population. However, different policy actions could potentially be optimal for different subgroups of a population. In this paper, we propose outcome-aware clustering, a new methodology to segment a population into different clusters and derive cluster-level policy recommendations. Outcome-aware clustering differs from conventional clustering algorithms across two basic dimensions. First, given a specific outcome of interest, outcome-aware clustering segments the population based on selecting a small set of features that closely relate with the outcome variable. Second, the clustering algorithm aims to generate near-homogeneous clusters based on a combination of cluster size-balancing constraints, inter and intra-cluster distances in the reduced feature space. We generate targeted policy recommendations for each outcome-aware cluster based on a standard multivariate regression of a condensed set of actionable policy features (which may partially overlap or differ from the features used for segmentation) from the observational data. We implement our outcome-aware clustering method on the Living Standards Measurement Study - Integrated Surveys on Agriculture (LSMS-ISA) dataset to generate targeted policy recommendations for improving farmers outcomes in sub-Saharan Africa. Based on a detailed analysis of the LSMS-ISA, we derive outcome-aware clusters of farmer populations across three sub-Saharan African countries and show that the targeted policy recommendations at the cluster level significantly differ from policies that are generated at the population level.
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INTRODUCTION

Policymakers and development practitioners aim at implementing policies designed to improve a population’s outcomes. However, they often rely on little to no data on what impact the policy recommendations would have at the population level. In the scenarios when observational data is available, econometric models have allowed to determine which input variables have the strongest association with an outcome of interest and have provided guidance on policy recommendations aimed at changing the value of these inputs variables. A fundamental drawback of this approach is that the model would typically prescribe the same set of actions for each individual in a population. In reality, a policy which may appear as the optimal policy on average may not be the best fit at an individual or sub-population-level.

This paper specifically addresses the problem of determining targeted agricultural policy interventions for different sub-groups of the farmer population in Sub-Saharan Africa (SSA) to enhance agricultural outcomes with the ultimate goal of enhancing the livelihoods of the population in the region. The SSA region accounts for more than 950 million people, approximately 13% of the global population. By 2050, this share is projected to increase to almost 22% or 2.1 billion. Agriculture accounts for about 25% of Growth Domestic Product in SSA, and farming is the primary employment for about 60% of the population. Although that percentage is down from 80% a decade ago, it will remain a major component
of economic activity in the SSA region in the coming decade. Given the key role of agriculture will continue to play, it is crucial to design policies aiming at promoting growth and sustainability in that sector.

In this paper, we propose **outcome-aware clustering**, a new methodology to segment a population into clusters that closely match the cluster feature variations with the outcome variations. Given a specific outcome of interest, the primary goal of outcome aware clustering is to segment the population into meaningful and related sub-groups. These clusters provide a framework to the development practitioners on the field, who can then personalize and choose the best outcome-specific predictive policy recommendation and customized support at a cluster-level granularity. This further bridges the gap between the econometric population level modeling, and the practical applicability on the field, where serving the development needs of individual clients is paramount.

Outcome-aware clustering fundamentally differs from the broad array of research on clustering and segmentation. Segmentation of a population, in general, focuses on grouping people into non-overlapping segments such that all the users in the same segment have similar needs and preferences. From a policy perspective, segmentation allows effective customization of policy recommendations to the particular preferences of each segment.

In outcome-aware clustering, the primary objective of clustering is centered on the outcome variable of interest. Conventionally, clustering algorithms have primarily centered around unsupervised learning. The popular $k$-means (and its variants $k$-medians, $k$-medoids, etc.), hierarchical clustering [29], and spectral clustering [26, 34] are notable examples. All these clustering approaches specify a distance/similarity measure between data points and determine the segments by optimizing a merit function that captures the quality of any given clustering. However, the distance function used in these clustering algorithms is independent of any outcome variable.

Outcome-aware clustering performs two key steps to directly tie the outcome variable with the clustering process. First, given a specific outcome of interest, outcome-aware clustering segments the population based on selecting a small set of features that closely relate with the outcome variable. Outcome-aware clustering measures distance between two users in the population in the reduced feature space. This step essentially makes the clustering process partially supervised. Second, the cluster generation algorithm aims to generate near-homogeneous clusters based on a combination of cluster size-balancing constraints, inter and intra-cluster distances in the reduced feature space.

While outcome-aware clustering normalizes each feature in the reduced space, it specifically does not tie the distance function used in the clustering algorithm to variations in the outcome variable. This is specifically to avoid any specific distance biases that the outcome variable may introduce with respect to specific features in the reduced space. Outcome-aware clustering is also designed for highly noisy contexts where the reduced features may only be weakly correlated with the outcome variable and may only provide limited information about the user with regards to the outcome of interest. Across many survey-based observational studies, especially with missing and noisy entries, we often encounter very few features (sometimes even zero) variables that may exhibit strong correlation with a given outcome variable. Outcome-based clustering is specifically designed to be robust in the face of the observational data having missing values or noisy features or the absence of any features that strongly correlate with an outcome variable.

Outcome-aware clusters can enable field staff to provide customized support based on cluster-level policy recommendations. The basic approach we use to generate targeted policy recommendations for each outcome-aware cluster is a standard multivariate regression based on a condensed set of actionable policy features that are regressed with the outcome variable. These condensed set of variables need to satisfy three properties: (a) Every variable from a policy perspective, needs to be actionable, where the policy recommendation is possible on the variable; (b) Every variable should have at least weak correlation with the outcome variable at the cluster level; (c) If a group of two or more variables,
exhibit strong co-linearity among themselves, we reduce these set of variables to the most appropriate variable for the regression analysis.

We demonstrate how the outcome-aware clustering method can be used to address the problem of improving farmers outcomes in several countries in sub-Saharan Africa (SSA), using data from the World Bank’s Living Standards Measurement Study - Integrated Surveys on Agriculture (LSMS-ISA). Based on a detailed analysis of the LSMS-ISA, we derive outcome-aware clusters of farmer populations across three sub-Saharan African countries and show that the targeted policy recommendations at the cluster level significantly differ from the policies that are generated at the population level. Based on multiple years of LSMS-ISA surveys, we then demonstrate early evidence of movement of populations across clusters for the dominant cluster-specific policy recommendations.

RELATED WORK

The terms clustering and segmentation have typically been used interchangeably across a broad array of literature spanning multiple disciplines including statistics, machine learning and econometrics. We outline some of the key works that closely relate in spirit to our work. We refer the reader to [47] and [15] for a detailed review of the literature.

The most popular class of clustering algorithms is similarity based clustering, where each algorithm uses a specific distance/similarity measure between data points and determine the segments by optimizing a merit function that captures the “quality” of any given clustering. The popular $k$-means (and its variants $k$-medians, $k$-medoids, etc.), hierarchical clustering [29], and spectral clustering [26, 34] are notable examples. Another class of clustering algorithms is model-based clustering techniques [21, 49] which assume that each cluster is associated with an underlying probabilistic model and different clusters differ on the parameters describing the model. They estimate a finite mixture model [25] to the data and classify customers based on the posterior membership probabilities. However, as mentioned earlier, outcome-aware clustering fundamentally differs from these algorithms in that all these algorithms are completely unsupervised and are not tied to any specific outcome variable or objective.

Outcome-aware clustering also closely relates to customer segmentation literature in operations and statistics. One traditional method for predictive clustering is automatic interaction detection (AID), which splits the population into non-overlapping groups that differ maximally according to a dependent variable, such as purchase behavior, on the basis of a set of independent variables, like socioeconomic and demographic characteristics [4, 23]. Kamakura [16] proposed hierarchical segmentation techniques tailored to conjoint analysis, which group users such that the accuracy with which preferences/choices are predicted from product attributes or profiles is maximized. Cluster-wise regression methods [43, 44] cluster users in a population such that the regression fit is optimized within each cluster.

Latent class (or mixture) methods offer a statistical approach to the segmentation problem. Mixture regression models [41] simultaneously group subjects into unobserved segments and estimate a regression model within each segment, and were pioneered by Kamakura and Russell [18] who propose a clusterwise logit model to segment households based on brand preferences and price sensitivities. This was extended by Gupta and Chintagunta [12] who incorporated demographic variables and Kamakura et al. [17] who incorporated differences in customer choice-making processes, resulting in models that produce identifiable and actionable segments. Existing deep learning based clustering approaches use the dimensionality reduction capabilities of neural networks [50, 51] and learn clustering assignments from the resulting representation [52], but they lack interpretability with respect to the desired outcome. While outcome-aware clustering makes no specific assumptions about the features or the characteristics of the population, many of these latent approaches implicitly assume a mixture distribution characterization that describes the population.
ACHIEVING AGRICULTURAL TRANSFORMATION IN SUB-SAHARAN AFRICA

Dataset

To understand the factors improving farmers’ standards of living, we use data from the LSMS-ISA survey. This survey consists in a nationally representative household panel data with a strong focus on agriculture and rural development. It was designed to improve the understanding of development in the SSA region, in particular of the linkages between farm and non-farm activities.

This survey has been implemented in eight countries in multiple waves. Most of our analysis will focus on the 2015 survey for Ethiopia. In section 4, we also show how our results can be extended to Tanzania and Uganda, comparing our main policy results across countries.

Before delving into the analysis, it is important to understand some of the limitations associated with using the LSMS-ISA dataset to conduct this analysis. First, a significant number of zeros and missing values limits the ability to draw inferences at a subpopulation level. We choose to discard survey answers with more than 30% of missing values. Second, we also drop variables which are not observed across multiple waves.

Relevant Outcomes and Inputs

A policy maker aiming at improving the living conditions of farmers in sub-Saharan Africa could choose to focus on a variety of outcomes: their revenue, level of expenditure, food expenditure diversification, whether they receive medical assistance when they are ill, whether they face food deficiency, etc. We find that among these outcomes of interest, the correlation is only 9% on average (Fig. 1a). This suggests that each outcome follows its own path, hence policy recommendations should be independently evaluated for each outcome.

In addition, while a large number of inputs could in principle play a role in farmers’ living conditions, inputs with high correlation with outcomes are good candidates to consider when looking to improve farmers’ outcomes. For the purpose of deriving policy recommendations, we distinguish between inputs that can be modified through short-term policy actions ("actionable") from those that cannot ("non-actionable").

We find that for inputs with high correlation with outcomes variables, while these correlations typically have the same sign across outcome variables, their magnitude tend to vary substantially (Fig. 1b and c). As correlation between outcomes are low, it is not surprising that the effect of a given input will vary across outcomes, reinforcing the conclusion that policy recommendations need to be outcome specific. We also find that even the most impactful input variables only have a 10% correlation with outcome variables on average, leading to a set of less than 10 actionable inputs likely to have an substantial impact on a given outcome.

METHODOLOGY

Generating policy recommendations can be thought of as a problem of extracting features which are predictive of an outcome intended by the policy. Given a set of n features F in an input variable matrix X, an outcome variable y, we intend to identify the best set of features P which would predict the outcome variable. We now describe our approach in the rest of the section. First, we cluster the features using a novel outcome-aware clustering algorithm. We then learn a regression model for each of these clusters separately to identify important actionable variables which significantly predict the outcome variable.
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Fig. 1. Relationship Between Farmers’ Outcomes and Inputs: (a) Spearman correlations between farmers’ outcomes, showing a low average correlation equal to 0.09, and suggesting that policy recommendations should be derived for each outcome separately. We also show the Spearman correlations between farmers’ outcomes and inputs, separating (b) non-actionable from (c) actionable inputs, and ranking inputs by their average correlation across outcomes. These subplots indicate that for inputs with the high correlations with outcome variables, correlations across outcomes are of similar sign but vary in strength, reinforcing that separate analyses should be conducted for each outcome of interest. For inputs with low average correlations with outcome variables, correlations across outcomes tend to vary both in sign and in strength.

Outcome aware clustering

We define outcome aware clustering as the problem of choosing a subset of features $C$ such that the unsupervised clusters on these features effectively separate both the input features and the outcome variable across these clusters.
Prior to doing any clustering, it is essential to ensure that we don’t incorporate features with a large fraction of missing values. Since most features in our study are categorical in nature, using any form of imputation or matrix completion techniques on these would not be sound. Hence, a simple threshold based filtering is used. Normalization of the features used for clustering is done by applying the z-score method.

In addition to finding the features to cluster on, we need to fix on the number of clusters to learn in a commonly used k-means clustering. During each step of making the choices of features to cluster on, we identified k using the elbow method and the average euclidean distance from the centroids across a range of $k \in [1,10]$.

As explained in Algorithm 1, we initialize $C$ as an empty set and iteratively add features to $C$ in a greedy fashion. In each iteration, we choose a feature which maximizes a weighted silhouette coefficient for the k-means clustering obtained by including the feature in the clustering set $C$. This weighted silhouette coefficient ($sc$) combines the $sc$ as measured in the clustering feature space as well as the single dimensional outcome space. The outcome awareness is controlled by a parameter $\alpha \in [0,1]$. We can see that $\alpha = 0$ is equivalent to traditional unsupervised clustering on the input feature space, whereas $\alpha = 1$ is equivalent to bucketization based only on the outcome variable. With $\alpha$ between 0 and 1, the clustering achieves two objectives. First, we identify a clustering which can separate the clusters based on the outcome variable, allowing to design policy recommendations at various outcome levels. Second, it separates the input features space which is critical to identifying these clusters when the outcome variable is not observed in an unsupervised manner.

Algorithm 1: Feature choice for clustering

$F := \{f_1, f_2, f_3, ..., f_n\}$, input features
$y :=$ output feature
$\alpha \in [0, 1]$, Output awareness parameter
$C := \emptyset$
$\epsilon :=$ Threshold of k-means silhouette coefficient ($sc$) improvement

while $\Delta sc > \epsilon$

for $f$ in $F \setminus C$

$\ell_f = Kmeans(f \cup C)$

$sc_y, f \cup C = \alpha \ast sc_y(\ell_f) + (1 - \alpha) \ast sc_f \cup C(\ell_f)$

end for

$f_{opt} = \arg\max_{f \in F \setminus C} sc_y, f \cup C$

$\Delta sc = sc_y, f_{opt} \cup C - sc_y, C$

$C := f_{opt} \cup C$

end while

return $C$

A benefit of choosing the features iteratively is that we don’t end up with redundant features which explain the same feature space and outcome level. This ensures that the final set of features can distinguish between any pair of clusters using only a subset of these features. This can be thought of increasing the information criterion of the clusters iteratively. Hence, some of the features chosen during the iterative steps could have low outcome correlation values at the population level, but are instrumental in distinguishing certain specific outcome clusters. In each step, the k-means also enforces that each cluster is of a certain minimum size to avoid learning behavior of statistical outliers, and guarantee that we have enough observation to derive cluster-level policy recommendations.

The stopping condition of iterations is based on the improvement in the silhouette coefficient over the iterations, and the threshold ($\epsilon$) can be chosen in a problem specific manner. Once the feature set $C$ is chosen, we have also jointly learnt
the corresponding k-means clusters. It can be noted that our algorithm is generic and can accommodate any unsupervised clustering method and operates as a layer above it.

**Policy recommendations through regression**

The fundamental contribution of our approach is that we learn different policy recommendations for different clusters of households. These variations in policy recommendations across clusters are not evident if done at a population level.

As shown in Algorithm 2, choosing features for regression is done in a principled two step approach. First, we used highly correlated features with the outcome, where a threshold ($\beta$) on the spearman correlation coefficient ($\rho$) was used for filtering. Second, in order to eliminate multi-collinearity in the correlated features, we iteratively eliminated the feature with the highest variance inflation factor (VIF) above a certain threshold ($\gamma$). These thresholds were identified using an appropriate grid search to ensure that a reasonable set of policy recommendations were identified. The filtered features are then used in a linear regression model to predict the outcome variable for each cluster. Statistically significant coefficients of this model are then used to derive policy recommendations for each cluster.

### Algorithm 2: Regression based Policy Recommendations

C := \{c_1, c_2, ..., c_k\}, the set of clusters

F := \{f_1, f_2, f_3, ..., f_n\}, set of actionable features

y := \{(obs, 1) output matrix

X := \{(obs, n) input matrix

$\beta$ := Output correlation threshold

$\gamma$ := Input multi-collinearity threshold

$F_{corr} = \{f_i | \rho(y, X[f_i]) > \beta\}$

repeat

$\text{f_{max}} = \arg\max_{f \in F_{corr}} \text{VIF}(X[F_{corr}], X[f])$

$F_{corr}.\text{remove}(\text{f_{max}})$

until ($\text{VIF}(X[F_{corr}], X[f_{max}]) < \gamma$)

for c in C do

$\text{coef}_c = \text{OLS}(X_c[F_{corr}], y_c)$

$P_c := \text{stat-significant coef}_c$

end for

return $\bigcup_{c \in C} P_c$

---

**RESULTS**

**Clustering Farm Households**

Next, we experiment the clustering method that we have developed on the 2015 LSMS-ISA survey of Ethiopia. We focused on farmers’ crop sales as our outcome of interest. Our algorithm suggested to cluster farm households based on the following inputs: their total land surface, household size, the number of oxen they own, the number of ploughs they own, whether or not they participate in an extension program, the quantity of chemical fertilizers they use, and their number of hired workers. These inputs are indeed among those having the highest correlation with crop sales. We then allocate households into four clusters as suggested by the Elbow method (Fig. 2c).

We find that our clustering method indeed allows to construct clusters in which households crop sales are similar within each cluster and different across clusters (Fig. 2a). On average, crop sales increases monotonically across clusters,
Fig. 2. Clustering Results: (a) Average crop sales across clusters, indicating that our method allows to construct clusters such that households outcomes are similar within each cluster and different across clusters. (b) The two principal components of our clustering features across households, indicating that our method allows to construct clusters such that households clustering inputs are similar within each cluster and different across clusters. (c) Sum of square errors of K-means clustering, showing that the error is stable across survey waves. The elbow method indicates that the optimal number of clusters is 4. To understand the composition of the resulting clusters, we then show the average value across clusters of the three features with the highest relative change occurring between cluster one and two (d-f), between cluster two and three (g-i), and between cluster three and four (j-k).

ranging from 711 Birr to 2,424 Birr. Projecting our clustering inputs on their first two principal components, we also find that our method allows to construct clusters in which clustering inputs are similar within each cluster and different across clusters (Fig. 2b).

Compared to all of the richer clusters, households in the first cluster only own 0.24 Ha of land on average, which is 6.8 times less than households in the second cluster (Fig. 2d). They are comprised of five members on average, compared to six for the other clusters (Fig. 2e). They are five times less likely to own an ox (Fig. 2f) and 2.4 times less likely to own a plough (Table 1) compared to households in the second clusters. 28% of them are female-headed households (Table 1),
which is 1.8 times more than in the other clusters, and they are predominantly located in the SNNP region (Fig. 3). These are the poorest households in our sample; they do not have the means to own large properties nor the ability to purchase basic tools required to harvest efficiently.

Households in the second clusters generate 1.8 times more revenue and are better equipped than those of the first cluster. Yet, they still do not use significant amounts of fertilizers (Fig. 2g) or improved seeds (Table 1) to increase their productivity compared to those in the third or fourth cluster. Only about 13% of households in the first two clusters participate in an extension program, and only about 13% of them use damaged prevention techniques, compared to about respectively 76% and 22% of those in the last two clusters (Fig. 2h and Table 1). Only about 12% of households in the first two clusters use credit services, compared to about 27% of those in the third or the fourth cluster (Fig. 2i).

The richest households are located in the fourth cluster, with a average income 60% larger than those of the third cluster. They are mainly characterized by their ability to hire workers (Fig. 2j). 22% of them save money, compared to less than 15% of households in third clusters and below. They also tend to acquire more sophisticated or more expensive tools. They are 2.1 times more likely to own a pick ax (Table 1), and 1.5 times more likely to own an ax (Table 1) compared to those in the third cluster or below.

Taken together, these results show that the clusters derived from our outcome-aware clustering are robust and correspond to interpretable subpopulations of households.

**Policy Recommendations**

Having constructed robust and interpretable clusters, we now ask whether we can derive policy recommendations at the cluster level, and whether these recommendations differ from those obtained at the population level.

As our analysis is conducted on a relatively small dataset, we choose to estimate a multivariate regression model of crop sales using a restricted set of policy variables. We apply algorithm 2 choosing the two following parameters: (a) we remove any policy variable that has a correlation with crop sales of less than $\beta = 0.05$, and (b) we iteratively remove policy variables until the VIF scores of the remaining variables is less than $\gamma = 1.5$. This guarantees that the selected variables will have a substantial impact on the outcomes, and will remove collinear policy variables from the model. In a robustness check, we found that our results hold for a wide range of values for $\beta$ and $\gamma$, other specifications typically leading to a larger set of insignificant variables being included in the model.

The number of hired workers has the strongest coefficient in the full sample regression (Fig. 4a). As the standard deviation of crop sales is equal to 1,169 Birr, hiring one additional worker is associated with an increase in income of $0.25 \times 1,169 = 292$ Birr. The effect of hiring workers on crop sales is U-shaped, with the largest effect concentrated in the first cluster where the coefficient is equal to 0.7. It indicates that policies should primarily focus on encouraging farmers to hire workers, especially in the first and the fourth cluster. Possible implementations could be to subsidize workers hiring costs, develop or improve systems providing information on labor market conditions, etc. It is important to note that our analysis does not account for the costs of implementing such policies. Hiring workers could be quite costly, especially for low income households.

The second most impactful factor corresponds to the use irrigation techniques (Fig. 4b). Households using irrigation have an average revenue that is 128 Birr higher than those who do not. Here, the effect is also U-shaped: it is positive and significant for households in the first and the fourth clusters, but it is insignificant for those in the second and third cluster.

An increase in the quantity of chemical fertilizers used by one standard deviation or in the number of axes owned by one unit are associated with a small increase in income of 105 Birr and 47 Birr respectively (Fig. 4c and f). This effect is concentrated on households in the first cluster, the effect being insignificant for the remaining clusters. This suggests
that policy aiming at improving the income prospects of households in the first and second clusters specifically could
be targeted towards reducing the costs of acquiring additional tools or fertilizers through subsidies or conditional cash
transfers.

Finally, households using damage prevention techniques or saving money generate on average 94 Birr and 82 Birr
respectively more than those who do not (Fig. 4d and e). The effect is concentrated on households in the third and fourth

Fig. 3. **Geography of Clusters**: Each dot corresponds to a household colored by its cluster.
cluster and is insignificant for households in the first and second cluster. This suggests that policies targeted towards the third or the fourth cluster could focus on raising awareness on the benefits of damage prevention techniques, or incentivize farmers to save money using their mobile phone.

Taken together, these results show that outcome-aware clustering allowed us to derive policy recommendations at the cluster level, showing that they often differ from those that would be optimal at the population level.

**Cross-country Comparison**

Next, we compare the results that we obtained in Ethiopia to other countries included in the LSMS-ISA survey. We apply outcome-aware clustering on the 2014 survey for Tanzania and the 2013 survey for Uganda, deriving policy recommendations at the cluster level. Although cross-country comparisons are limited by a lack of homogeneity in how key policy variables are measured across countries, it is nonetheless interesting to test whether some consistent patterns emerge.

The amount of pesticides used has the strongest association with crop sales, both for Tanzania and for Ethiopia. In both cases, the effect is slightly decreasing across clusters (Fig. 4g and l).

The next variable with the strongest association with crop sales both for Tanzania and for Uganda is the amount of fertilizers used (Fig. 4h and l). The strength of the effect is U-shaped across cluster for Tanzania, and has an inverted U-shaped for Uganda, which differ from the pattern observed for Ethiopia. These differences could be explained by variations in the variety of crops that are being grown, the relative returns to using fertilizers, or the types of fertilizers being used.

For Tanzania, owning a plough has an effect on crop sales that is mostly concentrated in the first cluster (Fig. 4i). This is consistent with the effect of owning an axe being concentrated in the first cluster in the case of Ethiopia.

In the case of Uganda, the effect of hiring workers is not as predominant as in the case of Ethiopia (Fig. 4m), yet we observe a similar U-shape behavior.

Finally, having a bank account in Tanzania is only associated with generating more revenue for households in the third and fourth cluster, which is similar to the effect of saving observed for Ethiopia. Similarly, borrowing is associated with a reduction in income only for households in the fourth cluster in the case of Uganda.

**Validating Predictions Over Time**

To validate our policy recommendations, we do a longitudinal evaluation tracking households across 3 waves of surveys done in Ethiopia, with a gap of 2 years between each wave.

For a majority of households, the value of key inputs remain constant between surveys, limiting the ability to test the validity of our predictions over time. We focused on households’ “number of hired workers”, as it is most impactful input coming out of the model predictions, the other inputs being associated with insignificant evidence of movement between waves.

We found evidence of a lift in the increase crop sales associated with hiring an additional worker being equal to 0.39, 0.23, 0.26 and 0.57 across clusters of increasing income (Fig 5). This indicates that households in the first cluster who hired an additional worker between two consecutive wave are 39% more likely to have had an increase in crop sales during the same period that those who did not, similar conclusion being drawn for the other clusters. Interestingly, we find a U-shape in the value of the lift factor associated with hiring an additional worker, which mimics the variations in coefficient strengths obtained in the multivariate regression. Although additional data would be needed to provide further evidence, this gives some initial validation for our approach.
Fig. 4. **Policy Recommendations**: Regression coefficients of a multivariate regression of crop sales on a set of selected policy variables, for the entire sample (black), and per cluster of increasing crop sales. Coefficients are ranked by decreasing value on the entire sample. The first two rows correspond to the 2015 survey for Ethiopia, the third row corresponds to the 2014 survey for Tanzania, and the fourth row corresponds to the 2013 survey for Uganda. This plot shows that the effect of the most impactful variables vary significantly across clusters, indicating that policy recommendations should indeed be cluster-specific.

**CONCLUSIONS**

This paper presents *outcome-aware clustering*, a new clustering methodology to segment a population into meaningful clusters corresponding to a specific outcome of interest. Unlike traditional unsupervised clustering and mixture modeling approaches for population segmentation, *outcome-aware clustering* relies on choosing a set of clustering features closely related to an outcome of interest, while minimizing intra-cluster and maximizing inter-cluster distances. We demonstrate the utility of this *outcome-aware clustering* methodology to enable field practitioners to provide personalized and customized cluster-level policy recommendations. Using data from the LSMS-ISA survey across three countries in Sub-Saharan Africa, we found that our method provides actionable and highly predictive cluster-level policy recommendations which significantly differ from those obtained at the population level.
Fig. 5. **Evidence of Movement Between Clusters:** For each cluster, the lift factor associated with a given input measures the fraction of households whose income increases beyond a given threshold during two consecutive survey waves when the value of that input also increased, relative to the fraction of households whose crop sales increased beyond the same threshold. We pick the threshold to correspond to the 25%ile of the distribution of changes in crop sales for each cluster and each wave. We only show the lift associated with hiring additional workers, the lift associated with less impactful policy inputs being insignificant.
<table>
<thead>
<tr>
<th>Cluster 1 Avg</th>
<th>Cluster 2 Avg</th>
<th>Cluster 3 Avg</th>
<th>Cluster 4 Avg</th>
</tr>
</thead>
<tbody>
<tr>
<td>Amount Of Assistance Received</td>
<td>51.036</td>
<td>228.505</td>
<td>84.745</td>
</tr>
<tr>
<td>Attended School</td>
<td>0.320</td>
<td>0.389</td>
<td>0.295</td>
</tr>
<tr>
<td>Average Precipitation</td>
<td>1271.081</td>
<td>277.231</td>
<td>1210.551</td>
</tr>
<tr>
<td>Average Temperature</td>
<td>181.735</td>
<td>24.328</td>
<td>190.300</td>
</tr>
<tr>
<td>Child Education</td>
<td>0.696</td>
<td>0.331</td>
<td>0.700</td>
</tr>
<tr>
<td>Number of Crops Planted</td>
<td>3.638</td>
<td>2.642</td>
<td>2.948</td>
</tr>
<tr>
<td>Crop Sales (in Birr 2010)</td>
<td>711.440</td>
<td>1170.191</td>
<td>1277.643</td>
</tr>
<tr>
<td>Distance To Market</td>
<td>20.924</td>
<td>20.435</td>
<td>23.209</td>
</tr>
<tr>
<td>Distance To Road</td>
<td>11.713</td>
<td>12.511</td>
<td>17.654</td>
</tr>
<tr>
<td>Elevation</td>
<td>1998.337</td>
<td>411.404</td>
<td>1910.413</td>
</tr>
<tr>
<td>Food Expenditure (in Birr 2010)</td>
<td>1060.626</td>
<td>1690.336</td>
<td>1231.502</td>
</tr>
<tr>
<td>Fraction of Households Using Extension Programs</td>
<td>0.045</td>
<td>0.207</td>
<td>0.020</td>
</tr>
<tr>
<td>Fraction of Households Using Credit Services</td>
<td>0.278</td>
<td>0.448</td>
<td>0.094</td>
</tr>
<tr>
<td>Fraction of Households Using Medical Assistance</td>
<td>0.198</td>
<td>0.291</td>
<td>0.210</td>
</tr>
<tr>
<td>Fraction of Households With A Bank Account</td>
<td>0.116</td>
<td>0.320</td>
<td>0.144</td>
</tr>
<tr>
<td>Heavy Rains Preventing Work</td>
<td>0.041</td>
<td>0.219</td>
<td>0.035</td>
</tr>
<tr>
<td>Household Head Age</td>
<td>47.068</td>
<td>16.779</td>
<td>48.417</td>
</tr>
<tr>
<td>Household Head Is Married</td>
<td>0.073</td>
<td>0.261</td>
<td>0.030</td>
</tr>
<tr>
<td>Household Head Is Monogamous</td>
<td>0.718</td>
<td>0.450</td>
<td>0.854</td>
</tr>
<tr>
<td>Household Head Is Polygamous</td>
<td>0.024</td>
<td>0.152</td>
<td>0.038</td>
</tr>
<tr>
<td>Household Head Is Separated</td>
<td>0.003</td>
<td>0.037</td>
<td>0.002</td>
</tr>
<tr>
<td>Fraction of Widow</td>
<td>0.174</td>
<td>0.379</td>
<td>0.076</td>
</tr>
<tr>
<td>Household Head Never Married</td>
<td>0.007</td>
<td>0.085</td>
<td>0.000</td>
</tr>
<tr>
<td>Number of Household Members</td>
<td>4.637</td>
<td>2.087</td>
<td>5.773</td>
</tr>
<tr>
<td>Number of Household Workers</td>
<td>0.380</td>
<td>2.021</td>
<td>0.057</td>
</tr>
<tr>
<td>Increase In Price Of Inputs</td>
<td>0.172</td>
<td>0.474</td>
<td>0.172</td>
</tr>
<tr>
<td>Land Surface (in Ha)</td>
<td>0.239</td>
<td>0.144</td>
<td>1.638</td>
</tr>
<tr>
<td>Literacy Rate</td>
<td>0.325</td>
<td>0.381</td>
<td>0.318</td>
</tr>
<tr>
<td>Lives In Afar</td>
<td>0.000</td>
<td>0.015</td>
<td>0.001</td>
</tr>
<tr>
<td>Lives In Amhara</td>
<td>0.126</td>
<td>0.332</td>
<td>0.303</td>
</tr>
<tr>
<td>Lives In Benishangul Gumuz</td>
<td>0.014</td>
<td>0.119</td>
<td>0.030</td>
</tr>
<tr>
<td>Lives In Dire Dawa</td>
<td>0.001</td>
<td>0.038</td>
<td>0.007</td>
</tr>
<tr>
<td>Lives In Gambella</td>
<td>0.006</td>
<td>0.076</td>
<td>0.009</td>
</tr>
<tr>
<td>Lives In Harari</td>
<td>0.002</td>
<td>0.037</td>
<td>0.002</td>
</tr>
<tr>
<td>Lives In Oromiya</td>
<td>0.169</td>
<td>0.374</td>
<td>0.352</td>
</tr>
<tr>
<td>Lives In Somali</td>
<td>0.650</td>
<td>0.477</td>
<td>0.266</td>
</tr>
<tr>
<td>Lives In Tigray</td>
<td>0.031</td>
<td>0.173</td>
<td>0.011</td>
</tr>
<tr>
<td>Longevity</td>
<td>38.128</td>
<td>1.198</td>
<td>38.102</td>
</tr>
<tr>
<td>Latitude</td>
<td>7.879</td>
<td>2.021</td>
<td>9.057</td>
</tr>
<tr>
<td>Number of Axe Owned</td>
<td>0.651</td>
<td>0.695</td>
<td>0.682</td>
</tr>
<tr>
<td>Number Of Axe Owned</td>
<td>0.283</td>
<td>0.604</td>
<td>0.434</td>
</tr>
<tr>
<td>Number Of Droughts</td>
<td>0.317</td>
<td>1.075</td>
<td>0.170</td>
</tr>
<tr>
<td>Number Of Droughts</td>
<td>0.157</td>
<td>0.648</td>
<td>0.950</td>
</tr>
<tr>
<td>Number Of Hired Workers</td>
<td>0.515</td>
<td>0.720</td>
<td>0.776</td>
</tr>
<tr>
<td>Number Of Hired Workers</td>
<td>0.315</td>
<td>0.540</td>
<td>0.770</td>
</tr>
<tr>
<td>Number Of Plough Owned</td>
<td>0.416</td>
<td>1.011</td>
<td>1.576</td>
</tr>
<tr>
<td>Number Of Water Storage Pit Owned</td>
<td>0.055</td>
<td>0.306</td>
<td>0.090</td>
</tr>
<tr>
<td>Prevent Damage</td>
<td>0.133</td>
<td>0.310</td>
<td>0.124</td>
</tr>
<tr>
<td>Price Rise Of Food Item</td>
<td>0.304</td>
<td>1.204</td>
<td>0.372</td>
</tr>
<tr>
<td>Yield (in BIRR per Acre)</td>
<td>5626.935</td>
<td>2995.749</td>
<td>1264.107</td>
</tr>
</tbody>
</table>

| clusters' descriptive statistics | 5908.062 | 1066.618 | 1278.399 | 2122.692 |
| clusters' descriptive statistics | 3433.620 | 1033.675 | 1463.797 | 2122.692 |

Table 1. Clusters’ Descriptive Statistics
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